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Chapter Approach

Chapter 12 covers large-scale computing, components of large-scale computing systems, enterprise and high-performance architecture, and quality of service. 
· Section A discusses Enterprise and High-performance computing. 
· Section B focuses on software and hardware components of large-scale computing systems. 
· In Section C, students learn about Enterprise and High-Performance architecture. 
· Section D discusses quality of service, focusing on reliability, availability and serviceability of the system. 

· The TechTalk at the end of the chapter focuses on hierarchical storage management for large-scale computing. It discusses how data is taken from the hard disk storage, moved to tape storage and then archived. 
· The Issue discusses donating CPU cycles to expand computing power. 
· The Computers in Context section introduces the history of computers in banking.
· The Course Lab for this chapter gives skills using Grid computing, using the grid client software and helps the student understand the use of CPU cycles.
Chapter Notes

This chapter focuses on advanced computing, and will require configuring hardware and software components.  In most schools, working with schools’ networks is not possible, so most of the information will be given in terms of descriptions and examples of systems.  If possible, visiting a company with hardware and software components discussed would be a great advantage to the student.
Section A: Large-Scale Computing
Enterprise Computing
This section explains enterprise computing. Key terms include scalability, scaling up, scaling out, enterprise system integration, enterprise hardware integration, enterprise application integration, database and application linking, data warehousing, and common virtual system.
Discussion topics include:
· Definition. Enterprise computer is defined as one or more information systems that share data and typically provide information to hundreds of thousands of users, who may be located in diverse geographical locations. Examples such as the overnight shipping industry, airlines, and banking industries are just a few that use massive centralized databases to access information for their businesses.
· What makes enterprise computing unique? The difference between an enterprise system and an information system is one of scope.  The enterprise system can use the information generated from an information system as data for other applications. Enterprise systems can meet the needs of growth because the system is designed for scalability

· Enterprise system integration. This is the process of connecting two or more information systems in a way that allows scalability and data sharing.  This process requires integration of both hardware and software components.  Examples of scalability options are shown in Figure 12-3.

· Different types of linking. Explain that the common virtual system, the cutting edge of enterprise application integration, is when all enterprise components are linked and appear to be one unified system. This is the goal of all good enterprise systems.
High-Performance Computing
This section discusses high-performance computer. Key terms include FLOPS, MIPS, and compute-intensive problem. 

Discussion topics include:

· What is it? The term high-performance computer (HPC) refers to a branch of computer science that focuses on ways to optimize the processing capabilities of computers.  They are designed to handle computationally complex tasks, extremely large data sets, and operations that require lightning fast response.  
· Processing speeds. These are shown in Figure 12-7 for high-performance computers.  A compute-intensive problem is one that requires massive amounts of data to be processed using complex mathematical computations.  A high-performance computer is needed to satisfy this application.
Quick Quiz
1. Scaling ____ means adding more computers to increase the overall size of a system.
2. True/False: Enterprise computing systems are classified as “large-scale” systems because they contain a few dozen to several thousand computers.
3. The process that allows databases to share or replicate information is called _______.
a. Application linking
b. Application integration
c. Database linking
d. Data warehousing

Quick Quiz Answers

1: Out

2: True

3: C


Classroom Activity
Search the Web to find companies involved in enterprising computing.  For example, search on Enterprise computing and then follow the links. Who is the target market for some of theses companies?
Section B: Components of Large-scale computing systems
Enterprise Hardware
This section discusses some of the specialized hardware needed for enterprise computing. Key terms include legacy system, blade server, RAID, storage area network, mirroring, network attached storage, MICR, OCR, line printer, and print server.
Discussion topics include:

· What kind of hardware? An enterprise computing system can include a diverse array of processing, storage, input, and output hardware.  Operating systems, output devices ranging from high-speed printers to video output devices, and input devices including digital cameras, credit card readers and UPC scanner devices are all examples of components of this system.
· Task specialization. The hardware configured is specialized for each type of business.  Legacy systems which are computer systems that have become outdated due to technological advancements can be integrated into enterprise computer systems.  

· The role of servers. The core of an enterprise computer system typically consists of one or more fast servers. In this section, refer to the networking chapter to review the terminology of constructing a network.  Servers are discussed as well as specialized storage devices. Figures 12-10 and 12-11 show some typical hardware components of the system. Types of input devices should be familiar to the student from prior chapters and from actual use. The MICR is used on their bank checks and OCR is used for recording answers to test questions.
HPC Hardware
This section discusses the hardware requirements for HPC computing. Key terms include multiprocessor architecture, parallel processing, symmetric multiprocessing, massively and parallel processing.
Discussion topics include:

· Discuss the various options for HPC hardware. Point out that while some systems, like the Earth Simulator, use hundreds of extremely powerful computers, and take up an enormous amount of space, you can also build a high-performance computer that fits in your garage, out of off-the-shelf components.
· Multiprocessor architecture. This refers to the practice of designing and building computers that use two or more processors.  Multiprocessing architecture carries out high-performance computing only when the processors are configured for parallel processing. This processing allows a problem to be processed by multiple processors at the same time. 
· Parallel processes. There are two types: symmetric multiprocessing and massively parallel processing.  Symmetric multiprocessing is illustrated in the diagram in Figure 12-17. An illustration of massively parallel processing is shown in Figure 12-18.
Enterprise Software

This section discusses software used in enterprise computing. Key terms include middleware and SOAP.
Discussion topics include:

· Custom and commercial software. Enterprise software can consist of custom written or available off-the-shelf commercial software.  An Enterprise computing system can run a variety of utility software that manages database access, backup, security, and transaction processing.  
· The enterprise computing system characteristics include multiplatform availability, scalability, and redundancy.  To assist conversion of legacy systems, middleware is used. Use the chart in Figure 12-19 to discuss some of the options available.
HPC Software
This section discusses HPC software. 

Discussion topics include:

· Custom software only. Unlike enterprise systems, high-performance computer systems rarely run commercial software.  Custom software provides two important advantages for high-performance computing: speed and specialized applications.
Quick Quiz
1. A(n) ______ server is a modular electronic circuit board containing one or more processors, and some storage.
2. True/False: Mirroring is the process of creating a real-time “mirror copy” of a storage medium.
3. The use of a single operating system to control multiple processors, which share a common bus and memory is called ______.
a. Multiprocessor architecture
b. Parallel processing
c. Symmetric multiprocessing
d. Massively parallel processing

Quick Quiz Answers

1: Blade

2: True

3: C


Classroom Activity
Search the internet for high capacity storage systems. Find examples of organizations that might use these systems.
Section C: Enterprise and high-performance architecture
Centralized Architecture
This section discusses the centralized architecture model for enterprise and high-performance computing. Key terms include centralized computing system, host computer, and terminal emulation software.
Discussion topics include:

· A centralized computing system consists of one central computer surrounded by terminals, as illustrated in Figure 12-23. Centralized systems can become part of an enterprise computing system.  If the installation that uses a centralized system is effective in producing accurate and timely information, then it may not be necessary to revamp the system.   

Distributed Architecture
This section introduces the distributed architecture model. Key terms include distributed computer system.

Discussion topics include:

· A distributed computer system is a collection of connected computers in which processing, data, and application software is dispersed among more than one physical computer. Distributed systems can be used for both standard information systems and enterprise systems. Figure 12-26 is a chart that discusses the advantages and disadvantages of distributed systems.
Tiered Architecture
In this section students learn about tiered architecture. Key terms include tiered computer system, and n-tier system.
Discussion topics include:

· The term tier refers to a group or layer of computers that performs a particular task.  Computers in distributed systems are connected in a tiered architecture. Figure 12-27 illustrates a tiered computer system.
Grid Architecture
This section discusses grid architecture. Key terms include grid computing system, grid management software, and grid client software.

Discussion topics include:

· A grid computer system is a network of diverse computers, in which each computer is treated as a generic and equal resource.  
· Grid systems require a connection to one or more computers running grid management software, which divides problems into pieces that are farmed out to individual computers on the grid for processing.  Each computer on the grid runs grid client software that contains the program necessary to process its piece of the problem.  
· The major difference between distributed information systems and grid systems is that specific tasks are distributed but each computer is treated as an equal processing resource.
Course Lab: The Course Lab 12-C “Grid Computing” deals with issues that relate to this section of the textbook. You might want to go through the lab during class time if you have a computer with a projection device. Or, assign this lab for students to do on their own.

Clustering
In this section students learn about another architecture called clustering. Key terms include cluster node, fault tolerance, cluster failover, load balancing, active-passive cluster, and Beowulf cluster.
Discussion topics include:

· In a computing system, a cluster is a group of two or more devices connected together to distribute processing, input, output, or storage workloads, and adapt to equipment failure. Figure 12-31 is a diagram of a cluster.  
· Advantages. Clustering monitors a computer’s ability to react to unexpected software or hardware failures. Clusters can optimize system resources as well.
Quick Quiz
1. In a centralized computing system, the primary processing device is typically a mainframe computer, referred to as a(n) ______ computer, which performs most or all of the processing for the entire system.
2. True/False: A tiered computer system must have a minimum of three tiers.
3. When one computer in a cluster fails, the process to transfer service to a working computer is called ______.
a. Load balancing
b. Fault tolerance
c. Cluster fallover
d. Active-passive cluster
Quick Quiz Answers

1: Host

2: False

3: C


Classroom Activity:

Search the Web for Grid computing systems.  List the grid management and client software found with system requirements. What kinds of organizations use grid computing systems?
Section D: Quality of Service
Reliability, Availability, and Serviceability
This section introduces issues relating to quality of service. Key terms include quality of service metric, and response time.
Discussion topics include:

· Definitions. Computer systems are reliable when they can be counted on to function correctly. Availability refers to the ability of the system to be continuously accessible to all the people who need to use it. Systems exhibit serviceability when they are easily upgraded or repaired when required. 

· Ask students give examples of when they were concerned with reliability, availability and serviceability of a product. It could be any product, not just a computer system. 

· How can each of these qualities be evaluated and who is responsible for documenting? The IT or IS departments are responsible for monitoring computer systems.  They are in direct communication with support services.  Response time is documented along with the problem and solution to evaluate the quality of the product. Review Qos metrics described in Figure 12-34
Risk Management
This section discusses the issue of risk management as it relates to large scale computer systems.
Discussion topics include:

· Risk Management is the process of identifying potential threats to computer equipment and data, implementing plans to avoid as many threats as possible and developing steps to recover from unavoidable disasters.  
· The goals of risk management are to reduce downtime, maintain good quality of service, and promote business continuity. Review the possible threats to large-scale computer systems discussed on pages 672-673.  Discuss the preventive, corrective and detection activities an organization can take to avoid disasters.
Data Centers
This section discusses data centers. 

Discussion topics include:

· A data center is a specialized facility designed to house and protect computer systems and data.  The data center environment includes enhanced security, sprinkler systems, power generators, physical security and anti-static floor coverings. 
· If possible, take the students on a tour of the school’s data center or a company installation using these precautions.
Disaster Recover Plans
In this section students learn about various approaches to disaster recover. 

Discussion topics include:

· What if disaster strikes?  Are organizations prepared to recover the data to keep their business in motion? A disaster recover plan is a step-by-step plan that describes the methods used to secure data against disaster, and explains how an organization will recover lost data if and when a disaster occurs. Review the steps of an enterprise system recovery plan.

Quick Quiz:
1. Activities designed to shield vulnerabilities to render an attack unsuccessful or reduce its impact, are known as _______________.

2. True/False:  A computer’s quality of service can affect the success of an entire organization or business.
3. A common threat that includes fires, floods, hurricanes, and other unforeseeable events falls under the category of ______.
a. Power outages
b. Natural disasters
c. Software failures
d. Human error

Quick Quiz Answers

1: Preventive countermeasures
2: True
3: B

Classroom Activity
Have any students ever lost data because of one of the situations described on page 672? Have the students prepare a one page paper on how they would recover their data due to hardware failure.

TechTalk

Hierarchical Storage Management
Hierarchical storage management (HSM) refers to the practice of moving infrequently accessed data to a succession of increasingly inexpensive storage devices.  Most companies and individuals use this practice in backing up data.  A storage hierarchy is a collection of several types of storage devices, typically organized from high-cost, fast media at the top of the hierarchy, to slower, low-cost media at the bottom. Figure 12-42 illustrates the movement of data from one to device to next. As data ages, the process of migration is implemented by moving or relocating data to long-term storage. Data can be retrieved at any level of the hierarchy.
Issue

Donated CPU Cycles
Discuss the concept of donating CPU cycles. Do any students participate in this activity? Would any consider it, after reading this section? 
Computers in Context
Banking
Discuss the roles computers play in banking—ATMs, online banking services, business intelligence software, etc.
Send students to InfoWebLink titled Computers and Banking InfoWeb.
Chapter Discussion Questions

1. Enterprise computing systems are classified as large-scale, interconnected information systems, which are typically geographically dispersed. The chapter refers to several companies, such as FedEx and Walmart that have successfully implemented enterprise systems. Can you identify other companies that could benefit by installing enterprise systems or improving their current enterprise system?
2. High-performance computing uses high-powered computer systems to tackle compute-intensive problems, such as cracking complex codes and sequence the human genome. Discuss other kinds of problems in areas such as health, government, business, and science that might benefit from high-performance computing. Do results of high-performance computing projects, such as cracking codes, pose risks as well as benefits?
3. Computer systems such as Web servers, banking systems, and course registration systems provide important services. The quality of these services varies, however, based on various software, hardware, and communication factors. Discuss the quality of service provided by some of the computer systems that you have used. Can you identify QoS metrics, such as response time, accuracy, and downtime that affect your perception of QoS? 

Key Terms

	Active-active cluster
	All nodes are active at the same time

	Active-passive cluster
	Contains one node that is active at all times and additional nodes that are ready in case of failover

	Application linking
	A process that allows computer systems to share information at the application level

	Beowulf cluster
	A collection of off-the-shelf computers that is interconnected and configured as a cluster to handle high-performance computing tasks

	Blade server
	Referred to as “high-density server”, is a modular electronic circuit board containing one or more processors and some storage

	Centralized computing system
	Consists of one central computer surrounded by terminals

	Cluster
	A group of  two or more devices connected together to distribute processing, input, output, or storage workloads

	Cluster failover
	The process of transferring service form a failed node to a working node

	Cluster node
	Each computer in a cluster

	Common virtual system
	In which all enterprise components are linked and appear to be one unified system

	Compute intensive
	A program that requires massive amounts of data to be processed using complex mathematical calculations

	Data center
	A specialized facility designed to house and protect computer systems and data

	Data warehousing
	The process of collecting historic data so that it can be analyzed to uncover trends and predict future behaviors

	Database linking
	Process that allows databases to share or replicate information as required

	Disaster recovery plan
	A step-by-step plan that describes the methods used to secure data against disaster, and explains how an organization will recover lost data if and when a disaster occurs

	Distributed computer system
	A collection of connected computers in which processing, data, and application software are dispersed among more than one physical computer

	Enterprise application integration
	The process of configuring software applications so that they can exchange data

	Enterprise computing
	Defined as one or more information systems that share data and typically provide information to hundreds or thousands of users who may be located in diverse geographical locations

	Enterprise hardware integration
	Refers to the process of connecting different types of hardware 

	Enterprise system integration
	Process of connecting two or more information systems in a way that allows scalability and data sharing

	Fault toleration
	Refers to a computer system’s ability to react gracefully to unexpected software or hardware failures

	FLOPS
	An acronym for “floating-point operations per second”

	Grid client software
	Contains the program necessary to process its piece of the problem

	Grid computing software
	A network of diverse computers, workstations, and servers, in which each computer is treated as a generic and equal resource

	Grid management software
	Divides problems into pieces that are farmed out to individual computers on the grid for processing

	Hierarchical storage management
	Refers to the practice of moving infrequently accessed data to a succession of increasingly inexpensive storage devices

	High-performance computing
	Refers to a branch of computer science that focuses on ways to optimize the processing capabilities of computers

	Host computer
	Performs most or all of the processing for the entire system

	Legacy system
	A computer system that has become outdated due to technology advances or changing organizational requirements

	Line printer
	Prints an entire line of text at a time rather than printing one character at a time

	Load balancing
	Refers to the practice of distributing processing and storage tasks among the nodes of a cluster in a way that optimizes the performance of the entire system

	Massively parallel processing
	The process of linking multiple processors, each with its own bus, memory, and operating system

	Mean time between failures
	Statistic of the mean time a device can  function before failing

	MICR
	Magnetic ink character recognition is a legacy technology which automates check sorting by reading a routing code printed on the check

	Middleware
	Type of software that acts as an intermediary between two other software packages

	Migration
	Process of moving data as it ages from one storage tier to another

	MIPS
	Acronym for “millions of instructions per second” and indicates the speed at which a computer executes instructions of any kind

	Mirroring
	Process of creating a real-time “mirror copy” of a storage medium, such as a hard drive or CD

	Multiprocessor architecture
	The practice of designing and building computers that use two or more processors

	Network attached storage
	Refers to storage devices designed to be attached directly to a network without requiring a server for management

	N-tier system
	An system that contains tiers, regardless of exact numbers

	OCR
	Optical character recognition, device that reads special fonts

	Parallel processing
	The simultaneously use of more than one processor to execute a program

	Printer server
	Organizes print jobs and manages them using a print queue

	Quality of service
	Refers to the level of performance that is provided by a computer system

	Quality-of-service metric
	Technique for measuring a particular quality-of-service characteristic

	RAID
	A storage system that breaks files into smaller blocks which are stored across multiple hard disks

	Recall
	The process of locating and retrieving data from the storage hierarchy

	Response time
	The time period that begins when a user initiates a request for information and ends when the request is fulfilled

	Risk management
	The process of identifying potential threats to computer equipment and data, implementing plans to avoid as many threats as possible, and developing steps to recover from unavoidable disasters

	Scalability
	The ability of a computer system to shrink or grow as requirements change

	Scaling out
	Means adding more computers to increase the overall size of a system

	Scaling up
	Means increasing individual machine performance by adding processors, memory, and storage capacity

	SOAP
	Simple Object Access Protocol allows a program running on one operating system to communicate with a program running on a different operating system

	Storage area network
	A  network of storage devices and data servers designed to function as a node on a wider network

	Storage hierarchy
	A collection of several types of storage devices, typically organized from high-cost, fast media at the tope of the hierarchy, to slower, low-cost media at the bottom

	Storage management services
	Ability to store multiple copies of every file, or provide exact copies of storage media via mirroring

	Stub
	A pointer that allows an HSM system to locate the data at a later date

	Symmetric multiprocessing
	Makes use of a single operating system to control multiple processors which share a common bus and memory

	Terminal
	An input/output device that features a keyboard and screen but has no storage capacity and very limited processing capability

	Terminal emulation software
	Makes PCs appear the host computer as “dumb terminals” that cannot store or process any data

	Tier
	A group of layer of computers that performs a particular task

	Tiered computer system
	Can have two tiers, three tiers, four tiers or more




































































